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Applications of quantile regression (QR), which have increased markedly over recent years, can be found in fields such as biostatistics, ecology and econometrics. Common QR methodologies include the classical regression quantiles ([1]) and the LMS-type methods (e.g., [2]). The classical approach minimizes the sum of weighted absolute residuals. A related methodology minimizes the sum of weighted squared residuals—by asymmetric least squares (ALS)—and these are known as expectiles ([3], [4]). This paper compares QR with expectile regression for some distributions in the exponential family ([5] extends ALS to asymmetric maximum likelihood (AML) estimation), such as the normal, Poisson and binomial. Software for these, which are in the VGAM package for R, is described and illustrated with real and simulated data.
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